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Executive Summary 167 

Cloud systems have been developed over time and conceptualized through the combination of 168 
software, hardware components, and virtualization technologies. Characteristics of the cloud, such 169 
as resource pooling, rapid elasticity, and pay-as-you-go services, accelerated its wide adoption by 170 
industry, government, and academia. Specifically, cloud systems offer application services, data 171 
storage, data management, networking, and computing resources management to consumers over 172 
a network (the internet in general). Despite the great advancements of cloud systems, concerns 173 
have been raised about the offered level of security and privacy. The importance of these concerns 174 
becomes more evident when considering the vast number of users who have adopted cloud services. 175 
 176 
This document presents cloud access control (AC) characteristics and a set of general access 177 
control guidance for cloud service models—IaaS (Infrastructure as a Service), PaaS (Platform as a 178 
Service), and SaaS (Software as a Service)—without considering deployment models (e.g., public 179 
cloud, private cloud), which require another layer of access control that depends on the security 180 
requirements of the business function or the organization of deployment for which the cloud 181 
system is implemented. Different service delivery models need to consider managing different 182 
types of access on offered service components. Such considerations can be hierarchical, such as 183 
how the access control considerations of functional components in a lower-level service model 184 
(e.g., networking and storage layers in the IaaS model) are also applicable in the same functional 185 
components in a higher-level service model (e.g., networking and storage in PaaS and SaaS 186 
models). In general, access control considerations for IaaS are also applicable to PaaS and SaaS, 187 
and access control considerations for IaaS and PaaS are also applicable to SaaS. Therefore, AC 188 
guidance for IaaS is applicable to PaaS and SaaS, and AC guidance for IaaS and PaaS is also 189 
applicable to SaaS. However, each service model has its own focus with regard to access control 190 
requirements for its service.  191 
  192 
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1 Introduction 243 

1.1 Purpose  244 

Access control (AC) dictates how principals (i.e., users and processes) can access resources based 245 
on defined AC policies to protect sensitive data and critical computing resources in the cloud. 246 
Considering the heterogeneity and remote nature of the cloud service models, AC and its general 247 
concepts should be revisited. In recent years, many works have focused on AC in cloud systems 248 
[22, 24, 25, 26]. However, these are primarily ad hoc solutions targeted at specific cloud 249 
applications and do not provide comprehensive views of cloud AC.  250 

 251 
Cloud deployment models (e.g., public cloud, private cloud, community cloud, hybrid cloud, etc.) 252 
are configured by the scope of cloud users, services, and resources based on service requirements. 253 
This document presents a set of general AC guidance for cloud service models independent from 254 
its deployment models because it requires another layer of access control that depends on the 255 
security requirements of the business function for which the cloud system is used. As shown in 256 
Figure 3, different service models require the management of different types of access for the 257 
components of the offered service. Since such service models can be considered hierarchical, the 258 
AC considerations of functional components in a lower-level (according to Figure 2) service model 259 
(e.g., networking and storage layers in the IaaS model) are also applicable to the same functional 260 
components in a higher-level service model (e.g., networking and storage in PaaS and SaaS 261 
models). In general, AC considerations for IaaS are also applicable to PaaS and SaaS, and AC 262 
considerations for IaaS and PaaS are also applicable to SaaS. Thus, AC guidance for IaaS is 263 
applicable to PaaS and SaaS, and AC guidance for IaaS and PaaS is also applicable to SaaS. 264 
However, each service model has its own focus with regard to AC. For instance, an IaaS provider 265 
may put more effort into virtualization control, and in addition to the virtualization control, an 266 
SaaS provider needs to consider data security and the privacy of services it provides. 267 

1.2 Scope 268 

This document focuses on providing guidance for access control systems that are applied to an 269 
organization’s cloud implementation. It does not prescribe the internal cloud access control 270 
standards that an organization may need in their enterprise systems or within a community other 271 
than the organization itself.  272 

1.3 Audience 273 

The intended audience for this document is an organizational entity that implements access control 274 
solutions for sharing information in cloud systems. This document assumes that readers are 275 
familiar with the cloud and access (authorization) control systems and have basic knowledge of 276 
operating systems, databases, networking, and security. Given the constantly changing nature of 277 
the information technology (IT) industry, readers are strongly encouraged to take advantage of 278 
other documents—including those listed in this document—for more current and detailed 279 
information. 280 
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1.4 Document Structure 281 

The sections and appendices presented in this document are as follows:  282 

• Section 1 states the purpose and scope of access control and cloud systems. 283 

• Section 2 gives overviews of cloud access control characteristics.  284 

• Section 3 discusses guidance for access control systems for IaaS (Infrastructure as a 285 
Service).  286 

• Section 4 discusses guidance for access control systems for PaaS (Platform as a Service).  287 

• Section 5 discusses guidance for access control systems for SaaS (Software as a Service).  288 

• Section 6 discusses guidance for inter- and intra-cloud operations. 289 

• Section 7 concludes the document with future directions. 290 

 291 
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2 Cloud Access Control Characteristics 292 

With the support of different service models, cloud systems can provide a wide range of services 293 
to its end-users, developers, and system administrators. Cloud systems have been developed over 294 
time and conceptualized through the combination of software, hardware components, and 295 
virtualization technologies. Characteristics of the cloud, such as resource pooling, rapid elasticity, 296 
and pay-as-you-go services, have accelerated its wide adoption by industry, government, and 297 
academia. Specifically, cloud systems offer application services, data storage, data management, 298 
networking, and computing resources management to consumers1 over a network (and the internet 299 
in general). Examples of popular cloud applications include web-based email services (e.g., 300 
Google’s Gmail, Microsoft’s Office 365 Outlook), data storage (e.g., Google Drive, Microsoft’s 301 
OneDrive, Dropbox) for end-users, and customer relationship management and business 302 
intelligence systems (e.g., CRM Cloud, Workday) for business management. Despite the great 303 
advancements of cloud systems, concerns have been raised about offered levels of security and 304 
privacy. The importance of these concerns becomes more evident when considering the vast 305 
number of users that have adopted cloud services [1].  306 

  307 
According to NIST, cloud computing is defined as “a model for enabling ubiquitous, convenient, 308 
on-demand network access to a shared pool of configurable computing resources (e.g., networks, 309 
servers, storage, applications, and services) that can be rapidly provisioned and released with 310 
minimal management effort or service provider interaction” [2]. Cloud computing systems may be 311 
deployed privately, hosted on the premises of a cloud customer or a provider’s dedicated 312 
infrastructure, or hosted publicly by one or more cloud service providers. The system may be 313 
configured and used by one consumer or a group of trusted partners or support multi-tenancy and 314 
be used publicly by different end-users that acquire the service. Depending on the type of cloud 315 
deployment model, the cloud may have limited private computing resources or access to large 316 
quantities of remotely accessed resources. The different deployment models present a number of 317 
trade-offs in how customers can control their resources as well as the scale, cost, and availability 318 
of those resources [3]. As depicted in Figure 1, the architecture of a cloud system is composed, in 319 
general, by layers of functions:  320 

• VM (Virtual Machine), including: 321 
- Applications  322 
- Application Programming Interface (API) 323 
- Operating System (OS)  324 

• Hypervisor 325 
• Storage 326 
• Networking 327 
• Hardware 328 

A cloud service can provide access to software applications such as email or office productivity 329 
tools (i.e., the Software as a Service, or SaaS, service model), an environment for customers to 330 
build and operate their own software (i.e., the Platform as a Service, or PaaS, service model), or 331 
network access to virtualized computing resources such as processing power and storage (i.e., the 332 

 
1 In this document, consumers refer to system planners, program managers, technologists, and others adopting cloud computing 

as clients of cloud service for their end users. Users are generally applicable to both consumers and end users. 
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Infrastructure as a Service, or IaaS, service model). The different service models have different 333 
strengths and are suitable for different customers and business objectives [3], as illustrated in 334 
Figure 2.  335 
 336 
A cloud system that deploys the SaaS model can be accessible over a network by an end user 337 
utilizing various client devices (e.g., a thin client interface, such as a web browser, for accessing a 338 
web-based email application) or via a program with the correct set of interfaces whose execution 339 
would enable communication with a cloud application. In the SaaS model, an application user is 340 
limited to user-specific application configuration settings and does not manage or control the 341 
underlying cloud infrastructure, which typically includes the network, servers, operating systems, 342 
storage, or individual applications. 343 

 344 

 345 
 346 

Figure 1: The general architecture of a cloud system 347 

 348 

 349 
Figure 2: The service models of a cloud system 350 
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The PaaS model in a cloud system allows developers to create and deploy applications onto the 351 
cloud infrastructure using programming languages, libraries, services, and tools. A software 352 
developer does not manage or control the underlying cloud infrastructure but has control over the 353 
deployed applications (software) and, possibly, configuration settings for the application-hosting 354 
environment. 355 
 356 
An IaaS cloud service provides computation, virtualized storage, and network resources to 357 
consumers for deploying and running arbitrary software, including operating systems and 358 
applications. Consumers may have control over virtual storage, virtualized network components, 359 
and the ability to deploy their own VMs and applications. 360 
 361 

 362 
 363 

Figure 3: Accesses managed by the cloud provider and the consumer 364 

The five essential characteristics that affect AC system design are summarized as follows [2]: 365 
    366 

1. Broad network access: Cloud services are available over the network and accessible 367 
through standard mechanisms that promote use by heterogeneous thick and thin client 368 
platforms (e.g., mobile phones, tablets, laptops, workstations). This raises security 369 
concerns with regard to network access. For example, denial of service (DoS) attacks can 370 
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be launched against a cloud system, rendering its resources unavailable to legitimate users. 371 
Thus, AC for network access should be managed. 372 

 373 
2. Resource pooling: The computing resources of a cloud system (e.g., storage, memory, 374 

processing, network bandwidth) are pooled to serve multiple consumers using a multi-375 
tenant model through different physical and virtual resources, each dynamically assigned 376 
and reassigned according to consumer demands. Information may be leaked if the resource 377 
allocated to a consumer can be accessed by another co-located consumer or if the allocated 378 
resource, such as memory, is not wiped before being reallocated to another consumer. 379 
There is also a sense of location independence in that the consumer generally has no control 380 
over or knowledge of the exact location of the provided resources. Location may be 381 
specified at a higher level of abstraction (e.g., country, state, data center) that brings 382 
security concerns. Therefore, methods for implementing resource pooling while ensuring 383 
the isolation of shared resources should be considered in the AC design. 384 

 385 
3. Rapid elasticity: Cloud services can be elastically provisioned and released—automatically, 386 

in some cases—to rapidly scale outward and inward commensurate with demands. To the 387 
consumer, services available for provisioning often appear to be unlimited and 388 
appropriated in any quantity at any time and are supported by adding new virtual machines 389 
(VMs) with specified computing resources. A challenge for AC design involves the 390 
capability to rapidly verify the security of new VMs and determine whether the newly 391 
added VMs are qualified to execute a specific task. 392 

 393 
4. Measured service: Cloud systems automatically control and optimize resource use by 394 

leveraging a metering capability at some level of abstraction appropriate to the type of 395 
service (e.g., storage, processing, bandwidth, active end user accounts). Resource usage is 396 
monitored, controlled, and reported to provide transparency to both the provider and 397 
consumer of the utilized service. To maintain resource usage, cloud consumers should be 398 
authorized to review but not modify their own metering data since this could lead to the 399 
falsification of payments required for cloud services. Thus, it is reasonable for AC to 400 
consider the protection of metering data. 401 

 402 
5. Data sharing: Sharing information among different organizations is not a trivial task since 403 

a cloud system needs to meet the same security requirements of organizations to achieve 404 
that. To facilitate data sharing, concepts such as trust of federated identities and AC 405 
attributes need be considered, and building that trust is paramount. In this document, it is 406 
assumed that trust and federated identities/attributes are already established, and further 407 
discussion on that topic will be considered in another document. Regardless of the service 408 
model, consumers are entitled to be responsible for the security of their cloud-based data 409 
and, implicitly, of who has access to it [4]. For this reason, data is never controlled by cloud 410 
providers but rather always stays with the cloud customers. (The exception to this is log 411 
data, but consideration should still be given to how privacy and security is affected by such 412 
data.) Although a cloud provider might become the custodian of consumers’ data, it should 413 
not have access to that data. If consumers’ data is not encrypted, then cloud administrators 414 
might be able to read it. In this case, accessing data is a red flag, and customers should be 415 
aware when it is happening. 416 
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 417 
Guidance for each cloud service model, as described in Sections 3, 4, and 6 of this document, can 418 
be further extended to system requirements by referring to AC control elements listed in NIST SP 419 
800-53, Revision 4, Security and Privacy Control for Federal Information Systems and 420 
Organizations [5] based on the operation requirements of the cloud service. The Appendix section 421 
maps the guidance to the AC control elements listed in the NIST SP 800-53, Revision 4.  422 
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3 Access Control Guidance for IaaS 423 

IaaS is the cornerstone of all cloud services that offer computing and storage through a network 424 
such as the internet. Through virtualization technology, IaaS enables end users to dynamically 425 
allocate computing resources by instantiating new virtual machines (VMs) or releasing them based 426 
on their requirements. A VM is a software container that behaves like a physical machine with its 427 
own operating system (OS) and virtual resources (e.g., CPU, memory, hard disk, etc.). Leasing 428 
VMs is more cost-effective than purchasing new physical machines. The virtualization technology 429 
is composed of VMs and a hypervisor, as shown in Figure 1. VMs are managed by the hypervisor, 430 
which controls the flow of data and instructions between the VMs and the physical hardware. At 431 
the consumer side, system administrators are usually the major users of IaaS services since IaaS 432 
services are flexible to configure resources (e.g., network, data storage).  433 

Cloud virtualization adds additional security management burdens by introducing security controls 434 
that arise from combining multiple VMs onto a single physical computer, which can have potential 435 
negative impacts if a security compromise occurs. Some cloud systems make it easy to share 436 
information among VMs by, for instance, allowing users to create multiple VMs on top of the 437 
same hypervisor if multiple VMs are available. However, this convenience can also become an 438 
attack vector since data leakage could occur among VMs. Additionally, virtualized environments 439 
are transient since they are created and vanish frequently, thereby making the creation and 440 
maintenance of necessary security boundaries more complex. 441 
 442 
As shown in Figure 3, data in the middleware, data, applications, and OS layers is owned and 443 
controlled by the customer. The IaaS system and the customer need to ensure that access to the 444 
data is not granted to IaaS system administrators or any other IaaS customers in these layers unless 445 
any of them are permitted. IaaS administrators are responsible for access control on the virtual 446 
machine, hypervisor, storage, and networking layers and should consider Sections 3.1 – 3.5 below. 447 

 448 
3.1 Guidance for Network  449 

The network is shared among IaaS clients, and it is important to secure the network traffic and the 450 
cloud’s environment from being exploited by unauthorized clients. Thus, access control for 451 
network boundaries and whitelists for network communications are required and may be applied 452 
through, for example, dedicated virtual local area networks (VLANs) leveraging automated access 453 
control lists (ACLs). Using the Institute of Electrical and Electronics Engineers (IEEE) 802.1Q 454 
VLAN tagging for network traffic with a cloud data center will result in routing only traffic tagged 455 
with the server’s unique VLAN identifier to or from that server [6]. 456 
 457 
3.2 Guidance for Hypervisor 458 

A hypervisor plays an important role in the security of the entire virtualized architecture since it 459 
manages customer loads and guest operating systems (OSs),2 creates new guest OS images, and 460 
controls hardware resources. The security implications of actions like managing guest OS and 461 
hardware resources means that access to the hypervisor should be restricted to authorized cloud 462 
administrators only. Otherwise, a cloud end user could potentially obtain a VM from the cloud 463 

 
2 An OS that is secondary to the originally installed OS. 
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service provider and install a malicious guest OS that compromises the hypervisor by gaining 464 
unauthorized access to and altering the memory of other VMs [7]. Moreover, an attacker in a VM 465 
with lower access rights may be able to escalate their access privilege to a higher level by 466 
compromising the hardware resources allocation within the hypervisor [8]. Protecting the 467 
hypervisor from unauthorized access is therefore critical to the security of IaaS services. 468 
 469 
3.3 Guidance for Virtual Machines 470 

VMs that are created by different end users allow resources to be shared among multiple end users. 471 
In such a case, it must be ensured that no application from one VM can directly access other VMs 472 
since covert channels [9, 10] may leak information between VMs by accessing shared physical 473 
resources (e.g., memory). Similarly, although the ability to copy and paste information between 474 
VMs via the clipboard is a convenient feature, such a capability could be made available on other 475 
VMs running on the same hypervisor and thus introduce an attack vector (i.e., information can be 476 
leaked to other VMs through the clipboard). Organizations should have policies regarding the use 477 
of shared clipboards. Isolation between VMs is necessary to keep VMs running independently of 478 
each other, and quotas on VM resource usage should be regulated so that a malicious VM can be 479 
prohibited from exhausting computation resources. If a malicious application consumes the 480 
majority of computation resources, legitimate applications may not be able to obtain sufficient 481 
resources to perform their operations. Moreover, end users might terminate the execution of their 482 
tasks before they are finished. The state and data of the current VM would then be saved as a guest 483 
OS image, and when the task is resumed, the VM might be migrated from a different hypervisor. 484 
In such scenarios, guest OS images must be protected from unauthorized access, tampering, or 485 
storage. Furthermore, VMs that are not active may also store sensitive data. Monitoring access to 486 
the sensitive data in inactive VMs should be considered. 487 
 488 
3.4 Guidance for APIs 489 

There are several popular open-source platforms for deploying an IaaS cloud [11, 12, 13]. These 490 
solution platforms enable APIs to manage access control of VMs, hypervisors, and networks (note 491 
that a consumer cannot control hypervisors and networks in a multi-tenant environment unless it 492 
is a private cloud). For example, [13] consists of control components, including API, 493 
communication, lifecycle, storage, volume, scheduler, network, API server for managing AC 494 
policies for hypervisors, and network Controller for constructing network bridges and firewall AC 495 
rules. The lack of monitoring AC within these APIs might result in unenforced or wrongly enforced 496 
AC policies by the hypervisors, VMs, and networks. Thus, a service for monitoring the AC APIs 497 
in cloud platforms should also be taken into consideration. 498 
 499 
3.5 Recommendations for IaaS Access Control  500 

As shown in previous sections, the security of an IaaS cloud system is heavily dependent on the 501 
virtualization (hypervisor). One of the most widely adopted solutions for protecting them is a 502 
virtualization management system [14], which lies between the underlying hardware and the 503 
hypervisor. The virtualization management system enforces AC on both hypervisors and VMs in 504 
different ways. Virtualization management systems enforce different levels of access on different 505 
users. Some users are given read-only access to the administrative interface of a guest OS; some 506 
are allowed to control particular guest OSs; and some are given complete administrative control. 507 
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There are existing solutions for providing AC for hypervisors and VMs. For example, the approach 508 
in [15] secures the hypervisor against control hijacking attacks by protecting its code from 509 
unauthorized access and offering isolation of VMs with flexible security of mandatory access 510 
control (MAC). To enforce AC on interoperations, a well-designed service-level agreement can 511 
be applied to secure external interoperations. Other isolation mechanisms [16, 17] are helpful in 512 
ensuring the security of internal interoperations. 513 
    514 
Guideline rules for IaaS AC policy that consider the main elements in AC (i.e., subject, object, and 515 
action) are listed in Table 1. While each row indicates a possible AC rule, the AC designer should 516 
ultimately decide whether the access in each rule is permitted or denied based on system 517 
requirements. For example, if a legitimate IaaS end user requires the use of cloud services, a login 518 
action in the hypervisor for the end user should be granted; otherwise, it should be denied. 519 

Table 1: Potential policy rules expressed by Subject, Action, Object for IaaS AC policy 520 

 Subjects Actions Objects 

 IaaS end user Login, Read, Write, Create Hypervisor 

IaaS end user Read, Write, Create VMs 

 VM Write Hypervisor 

 VM Read, Write Other VMs within the same host 

 VM Read, Write, Create Guest OS images 

VM Read, Write Other VMs from different hosts but within the 
same IaaS provider 

 VM Read, Write Other VMs from different IaaS providers 

Hypervisor Read, Write, Create Guest OS images  

Hypervisor Read, Write Hardware resources 

Hypervisor Read, Write, Create VMs 

 521 
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4 Access Control System for PaaS  522 

PaaS is a platform that provides a framework for developers to create and deploy customized 523 
applications. As shown in Figure 3, any security assurance considerations below the data level and 524 
starting from the runtime level should be offered by the PaaS provider. The primary focus of AC 525 
in the PaaS model is to protect data during runtime, which is managed by middleware and OS. 526 
Applications have to rely on the security and privacy offered by the PaaS provider to protect their 527 
data from leaks through a covert channel introduced by unsecure shared memory. Therefore, 528 
enforcing AC over data during runtime in the PaaS is critical for the security of PaaS services.  529 
 530 
The PaaS system administrator is responsible for the access control of runtime, middleware, OS, 531 
virtual machine, hypervisor, storage, and networking layers, as described by the guidance in 532 
Sections 4.1-4.6 below. 533 
 534 
4.1 Guidance for Memory Data 535 

The PaaS model permits users to deploy tasks in a provider-controlled middleware and host OS, 536 
which may be shared with other PaaS applications. As such, PaaS typically leverages OS-based 537 
techniques (e.g., Linux Containers and Docker for isolating applications) [18]. However, 538 
numerous existing memory-related attacks can compromise sensitive application-related data by 539 
hacking through the shared OS memory in PaaS [19]. Thus, AC for OS memory, such as AC of 540 
different processes on top of processor caches [20], should be considered.  541 
 542 
4.2 Guidance for APIs 543 

As the PaaS model allows developers to build applications on top of the platform, APIs should 544 
control the scope of each user’s application such that user data remains inaccessible between 545 
different applications. In addition, packaged API can be serviced as microservices in a PaaS Cloud. 546 
A centralized architecture for provisioning and enforcement of access policies governing access 547 
to all microservices is required due to the sheer number of services needed for service composition 548 
to support real-world business transactions (e.g., customer order processing and shipping). Since 549 
each of the microservices may be implemented in a different language, policy provisioning and 550 
computation of access decisions may require the use of an authorization server [21]. 551 
 552 
4.3 Recommendations for PaaS Access Control  553 

An efficient method should be established for protecting memory data by flushing processor 554 
caches during context switches. However, in order to avoid significant performance degradation, 555 
only highly sensitive memory data should be flushed.  556 
 557 
Guideline rules for PaaS AC policy are listed in Table 2 with respect to the three basic elements 558 
of AC (i.e., subject, object, and action). Each row indicates a possible AC rule, but the AC designer 559 
should decide whether access should be granted or denied based on the system requirements. For 560 
example, if a user of an application needs to access memory data related to their application, 561 
permission to read memory data will be granted. However, access to that memory data will be 562 
denied to other users. 563 
 564 
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Table 2: Potential policy rules expressed by Subject, Action, Object for PaaS AC policy 565 

Subjects Actions Objects 

 Application user Read Memory data 

 VM of a hosted application Read, Write Other applications’ data within the same host 

Application developer Create, Read, Write Middleware data, memory data 

Cloud provider Replicate Application-related data 

  566 
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5 AC System for SaaS 567 

In SaaS, a cloud provider delivers an application as a service to end users through a network such 568 
as the internet. Thus, there is no need for users to install and execute applications locally on their 569 
own computers. As shown in Figure 4, multiple applications and users can be supported 570 
simultaneously by the cloud to share common resources, including applications and underlying 571 
databases.  572 
 573 

 574 
Figure 4: The multi-tenant architecture of the SaaS model 575 

If a developer deploys a third-party application, data in that application and other unrelated 576 
applications might be stored. End users have to rely on the security and privacy offered by the 577 
cloud provider to protect their data from unauthorized access introduced by those unrelated 578 
applications. Note that data managed by the application layer is owned and controlled by the 579 
customer. The SaaS system and customer need to ensure that access to application data in these 580 
layers is not granted to the SaaS system administrator, customers, or other users unless they are 581 
trusted. SaaS administrators are responsible for the access control of all operation layers in Figure 582 
3 and should consider the guidance in Sections 3, 4, and 5.1- 5.4.  583 
 584 
5.1 Guidance for Data Owner’s Control 585 

A data provider is the creator or source of application data owned by consumer organizations. 586 
Application data is typically stored in the SaaS service provider’s database. How a data provider 587 
manages access to its data is a challenge. Example questions to be addressed are related to data 588 
retention by the provider (e.g., where data is kept and for how long) and whether the provider has 589 
any permission to determine access rights to the data it hosts. If a data provider has the capability 590 
to determine access rights on data it holds, consideration should be given to ensure that an up-to-591 
date AC policy is always enforced within the SaaS model.  592 
 593 
5.2 Guidance for Confidentiality 594 

In the application deployment model, the integrity of sensitive data residing within the data 595 
owner’s domain must be protected. Protection mechanisms for application data include data 596 
encryption schemes by which data can be encrypted through certain cryptographic primitives, and 597 
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decryption keys will only be disclosed to authorized users [22]. For such enforcement, attribute-598 
based access control (ABAC) [23] and attribute-based encryption (ABE) schemes can be used to 599 
control access to SaaS data [22, 24, 25, 26, 27] since these schemes can use the identity of users 600 
through attributes to manage, encrypt, and decrypt application data. However, considering the high 601 
volume of data in the SaaS model, the involved encryption and decryption significantly reduce 602 
performance. Hence, when encryption is used, consideration should be given to ensure the 603 
confidentiality of data while offering good performance.  604 
 605 
5.3 Guidance for Privilege Management 606 

In addition to AC enforcement, privilege management involves adding, removing, and changing 607 
the privileges of a subject. It is crucial to design a flexible mechanism for assigning and revoking 608 
privileges to maintain the usability of the SaaS service [28]. 609 
 610 
5.4 Guidance for Multiple Replicas of Data 611 

To maintain high availability, the cloud provider may replicate data at multiple locations, even 612 
across countries. Thus, it is important to make sure that all data replicas are protected under the 613 
same AC policy. In other words, the same AC policy for the replicated data object should be 614 
populated to all hosts that process the same data. The technology for policy synchronization upon 615 
changes must also be considered for inclusion. 616 
 617 
5.5 Guidance for Multi-tenancy 618 

The SaaS model introduces additional considerations with regard to the management of access to 619 
applications. An immediate necessity is to focus on users’ access to applications. The access rights 620 
are granted to end users through AC policies based on predefined attributes or roles. This 621 
requirement can be specified by attribute-based access control (ABAC) policy models [29, 30], 622 
role-based access control [31] (RBAC), and context-based access control [32] (CBAC).  623 

 624 
A tenant hosts a service application. The SaaS model is a typical, multi-tenancy platform that 625 
supports multiple end users accessing an application simultaneously and with data of different 626 
users’ applications residing at the same location. Exploiting vulnerabilities in the application or 627 
injecting client code into the SaaS system might expose data to other users [33]. Therefore, 628 
consideration should to be given to implementing multi-tenancy while segregating data from 629 
different users’ applications during the design of an AC system. 630 

 631 
5.6 Guidance for Attribute and Role Management 632 

In the SaaS service model, attribute and role-based AC management employs policies and 633 
predefined roles to manage access rights to applications and underlying databases. The primary 634 
challenge of deploying attribute or role-based AC management is reaching an agreement on what 635 
types of attributes or roles should be used and what should be taken into account when designing 636 
the AC systems [34]. If the set of considered attributes or roles is too small, flexibility will be 637 
reduced. However, if the number of attributes or roles is too large, the complexity of policies will 638 
increase.  639 
 640 
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5.7 Guidance for Policies 641 

SaaS applications provide application-specific access control configurations for different user 642 
applications, and in this case, user policies for each application are enforced by the SaaS provider. 643 
This configuration does not support collaboration between the SaaS provider and the consumer’s 644 
access control infrastructure. For example, while large organizations often employ on-premises 645 
access control systems for managing their users centrally and efficiently, SaaS applications 646 
typically provide organizations with an AC configuration interface for managing AC policies, 647 
which forces the AC policies to be stored and evaluated on the SaaS provider’s side. This approach 648 
might result in disclosing sensitive data required for evaluating the AC policies to the SaaS 649 
provider. Therefore, methods for enforcing authorization in the SaaS provider while not disclosing 650 
sensitive access control data to the SaaS provider should be considered. Federated authorization 651 
[35] is an efficient technique that utilizes a middleware layer to transfer the management of access 652 
control policies from the SaaS provider to the consumer side and enforce policies on the SaaS 653 
applications without disclosing sensitive data required for evaluating the policies. 654 
 655 
5.8 Guidance for APIs 656 

An API in the SaaS model serves as an interface between the cloud server and its users. The API 657 
should be designed to protect against both accidental and malicious attempts to circumvent any 658 
AC policy. Applications for organizations and third parties often build upon the APIs, which 659 
introduce the AC complexity of the new layered API. For example, if the APIs do not require 660 
memory access for their tasks, then the AC policy for the APIs should enforce the non-memory 661 
access. Additionally, AC policies should be specified to manage the authorization process for web 662 
APIs. For example, when APIs connect through SOAP and REST protocols, the AC should control 663 
whether to allow end users to interface between Microsoft or non-Microsoft tools and technologies. 664 
For authorized API connections through SOAP and REST protocols, the AC should grant all 665 
related access requested by the protocols. For unauthorized API connections through these 666 
protocols, no access or partial access should be granted by the AC. 667 

 668 
5.9 Recommendations for SaaS Access Control  669 

With regard to multi-tenancy, authorization may be enforced using a centralized, decentralized, or 670 
hybrid authorization system. In a centralized authorization system, the SaaS provider manages a 671 
central authorization database for every end user and their accounts [36]. In a decentralized or 672 
hybrid authorization system, individual tenants are responsible for all or part of the authorization 673 
process. Note that different tenants may require different systems. Considering the attributes or 674 
roles of tenants is crucial when selecting the most suitable system. There are many ways to specify 675 
attributes or roles, such as in ABAC and RBAC models [30,31]. Attributes or roles must be well-676 
designed and take into account hierarchy relationships when implementing AC policies for 677 
different tenants.  678 

 679 
Authorization federation [35] is an efficient way to enforce AC policies in the SaaS provider. A 680 
generic middleware architecture that incorporates access control requirements from consumers and 681 
handles local and remote attributes or roles can be used to extend and shift AC policy management 682 
from the SaaS provider to the consumer side. This approach centralizes consumer AC policy 683 
management and lowers the required trust in the SaaS provider. In addition, the AC for VM-684 
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supporting federation operations should also be specified (e.g., an end user may create a VM to 685 
run different applications). Within the VM of the same host, one application may need to access 686 
the application code of other applications to fulfill its task. Unlike the PaaS architecture, where 687 
consumers can fully manage the design, testing, and development of the software, SaaS consumers 688 
have limited control of the applications hosted in the cloud server.  689 
 690 
To achieve the application data owner’s control, a security class agreement (SCA) [27] may be of 691 
use. SCA is mutually agreed upon by both the data provider of PaaS subscribers and the PaaS 692 
service provider and is used for defining the security class of data providers. Multiple replicas of 693 
the same data share the same security level as its data provider. This means that given data from a 694 
particular data provider, the security class for multiple replicas of the data should be identical. As 695 
a result, the host within the PaaS service that is qualified for executing the access request can be 696 
determined by referring to the SCA. The data provider can manage access to its data by specifying 697 
security classes for the SCA to keep the data provider and the cloud host synchronized in 698 
determining the access right of data. For example, in a Bell-LaPadula model [37], assuming a 699 
patient’s report is written by a doctor with confidential clearance, the report can only be read by a 700 
host with the same or higher security clearance. Additionally, when multiple data sources that are 701 
not intended to be accessed in the same cloud system are accessed, the privacy of data should not 702 
be leaked due to different security classes of these data sources and their data in the SCA. However, 703 
due to the high computation complexity of encryption and decryption, cryptographic schemes 704 
should be carefully designed to maintain the performance of cloud systems while protecting data 705 
confidentiality.  706 
 707 
A privilege management infrastructure (PMI) [38] can be employed to dynamically manage 708 
assigning and revoking privileges through the use of attributes or role specification certificates in 709 
the PaaS model. PMI specifies the privileges for different users and links the privileges with 710 
different attribute or role specification certificates, which contain different attribute or role 711 
assignments to enforce privilege management. 712 
 713 
To handle access control of multiple replicas of data, a method to manage the central AC policy 714 
system should be introduced. Thus, once the data within a PaaS provider is duplicated across PaaS 715 
providers, any change in the policy should result in an appropriate update to the central AC policy 716 
system. Moreover, the AC policy related to the replicated data in other PaaS providers should be 717 
synchronized accordingly based on an AC policy in the central system. 718 

 719 
Guideline rules for SaaS AC policy are listed in Table 3. The AC designer should decide whether 720 
access in each rule is permitted or denied based on the system requirements. For example, during 721 
federation operation, VM read/write to other application code within the same host is permitted; 722 
otherwise, it is denied. 723 
 724 
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Table 3: Potential policy rules expressed by Subject, Action, Object for SaaS AC policy 725 

 Subjects Actions Objects 

Application user Read, Write Application-related data 

Application user Read Memory 

Application user Execute Application 

 Application user Read, Write Application data 

Application user Execute Application code 

 VM of a hosted application Execute Other application code within the same host 

  726 

  727 
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6 Guidance for Inter and Intra Operation 728 

In general, collaboration (i.e., two or more systems that work together as a combined system) in 729 
the context of the cloud may lead to a seamless exchange of data and services among various cloud 730 
infrastructures. There are two types of collaborations: inter-operation and intra-operation. Inter-731 
operation refers to the capability of using multiple cloud infrastructures. For example, as shown in 732 
Figure 4, a customer may purchase IaaS services from two different cloud providers, Cloud A and 733 
Cloud B, and the collaboration between them should be allowed due to data processing 734 
requirements.  735 
 736 

 737 
Figure 5: The external collaboration (inter-operation) between different Clouds 738 

With regard to intra-operation, two scenarios must be considered, as shown in Figure 5. First, a 739 
customer may own multiple VMs in a single cloud host (VM A and VM B), and collaboration 740 
among those VMs may be required. Second, a customer may rent multiple hosts within the same 741 
IaaS service, and collaboration among VMs from these different hosts may be required (e.g., an 742 
interoperation between VM B and VM C).  743 
 744 
There are some access control policy integration issues for inter-operation. For instance, different 745 
cloud providers using different sets of subject attributes for AC may cause potential conflicts or 746 
leak access permissions [39]. Attributes with the same name may result in different privileges 747 
when switching providers. Enforcing AC among different cloud providers without incurring 748 
conflicts or blocks of privilege for individual users/VMs is a challenge. This would require 749 
examining how to achieve secure inter-operation among the cloud providers [1]. Some cloud AC 750 
systems adopt centralized mechanisms to create global AC policies that manage policy integration 751 
among different cloud providers [40]. However, the cloud inter-operation is transient and thus 752 
inefficient to manage global AC policies as frequent updates for individual cloud AC policies. 753 

 754 
With regard to intra-operation, the AC policy should enable the operations of VMs for the same 755 
customer to access each other as needed during the collaboration period and disable the access 756 
when the collaboration period ends. There are two primary cases in intra-operation: inter-host case 757 
(i.e., VMs from different cloud hosts are operating collaboratively) and intra-host case (i.e., VMs 758 
are from the same cloud host and must exchange data and services). Additionally, for some 759 
applications, VMs might be distributed in multiple host computers, so the AC policy should cover 760 
both intra-host and inter-host cases.    761 

 762 
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 763 
Figure 6: The internal collaboration (intra-operation) within the same Cloud 764 

  765 
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7 Conclusions  766 

This document presents an initial step toward understanding security challenges in cloud systems 767 
by analyzing the access control (AC) considerations in all three cloud service delivery models—768 
IaaS, PaaS, and SaaS. Essential characteristics that would affect the Cloud’s AC design are also 769 
summarized, such as broad network access, resource pooling, rapid elasticity, measured service, 770 
and data sharing. Various guidance for AC design of IaaS, PaaS, and SaaS are proposed according 771 
to their different characteristics. Recommendations for AC design in different cloud systems are 772 
also included to facilitate future implementations. Additionally, potential policy rules are 773 
summarized for each cloud system. However, many issues remain open, such as AC management 774 
across different devices and platforms as well as new challenges that have yet to emerge with the 775 
wide adoption of the cloud.  776 

 777 
  778 
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Guidance and SP 800-53 Revision 4 Access Control (AC) Family Mapping 912 

The following table maps the cloud access control guidance to the AC controls listed in NIST SP 913 
800-53, Revision 4, Security and Privacy Controls for Federal Information Systems and 914 
Organizations [5]. 915 

Guidance  AC Control in 800-53 

3.1 Guidance for Network  AC-1, AC-3, AC-4, AC-5, AC-10, 
AC-17, AC-21, AC-22 

3.2 Guidance for Hypervisor AC-1, AC-3, AC-5, AC-17, AC-21 

3.3 Guidance for Virtual Machine AC-1, AC-3, AC-4, AC-5, AC-11 

3.4 Guidance for API AC-1, AC-3, AC-4, AC-5, AC-11, 
AC-17, AC-21, AC-22 

4.1 Guidance for Memory Data AC-1, AC-3, AC-4, AC-5, AC-10, 
AC-11, AC-21 

4.2 Guidance for APIs AC-1, AC-3, AC-4, AC-5, AC-10, 
AC-11, AC-21 

5.1 Guidance for Data Owner’s Control AC-1, AC-3, AC-5  

5.2 Guidance for Confidentiality AC-3, AC-6, AC-21 

5.3 Guidance for Privilege Management AC-2, AC-11, AC-14, AC-22 

5.4 Guidance for Multiple Replicas of Data AC-1, AC-3, AC-4, AC-5, AC-17, 
AC-21 

5.5 Guidance for Multi-tenancy AC-1, AC-2, AC-3, AC-4, AC-5, 
AC-10, AC-11, AC-21 

5.6 Guidance for Attribute and Role Management AC-6, AC-1, AC-3 

5.7 Guidance for Policies AC-1, AC-3 

5.8 Guidance for APIs AC-1, AC-2, AC-3, AC-4, AC-5, 
AC-6, AC-11, AC-14, AC-17, AC-
21 

 916 

AC-1: Access Control Policy and Procedures 917 

AC-2: Account Management 918 

AC-3: Access Enforcement 919 

AC-4: Information Flow Enforcement 920 
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AC-5: Separation of Duties 921 

AC-6: Lease Privilege 922 

AC-10: Concurrent Session Control 923 

AC-11: Session Lock 924 

AC-14: Permitted Actions without Identification or Authentication 925 

AC-17: Remote Access 926 

AC-21: Collaboration and Information Sharing 927 

AC-22: Publicly Accessible Content 928 
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